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Untethered, all-in-one design

• Multi-room scale mobility, no setup

Intel® RealSense™ Technology

• Inside-out 6DOF tracking

• Hand tracking & natural interactions

• Merged reality experiences

High-performance computing

• PC-class processor, graphics, computer 

vision & artificial intelligence accelerators
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From My Oct ‘16 BA-SID Presentation





Virtual & Augmented Reality: Objectives

• Place users in simulated virtual environments, and virtual objects 

in the real-world.

• Generate sensory stimuli (visual, auditory, vestibular, haptic, …) 

that create the illusion of “presence” and “immersion”.

• Ensure consistency of perceptual cues between the physical and 

digital elements, and enable natural interactions.

Ultimate Goal: 

Merge the “Real” and the “Virtual” worlds, 

so they are indistinguishable from one another!
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“What is real?” 

“How do you define 'real'?” 

“If you're talking about what you can feel, 
what you can smell, what you can taste and see, 

then 'real' is simply electrical signals 
interpreted by your brain.”

- Morpheus in Matrix (1999)

https://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjr3_WXtO_MAhUB0mMKHckwCWgQjRwIBw&url=https://blackcomicguy.wordpress.com/2013/08/27/the-matrixreflections-on-neo-and-morpheus/&psig=AFQjCNHxCsmg4Yp8G-2-N-CVagvEeXiUDQ&ust=1464065750530103
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“…'real' is simply electrical signals 
interpreted by your brain.”

https://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjr3_WXtO_MAhUB0mMKHckwCWgQjRwIBw&url=https://blackcomicguy.wordpress.com/2013/08/27/the-matrixreflections-on-neo-and-morpheus/&psig=AFQjCNHxCsmg4Yp8G-2-N-CVagvEeXiUDQ&ust=1464065750530103


Human Factors Considerations:

Sensory & Perception System



(In)famous “User Experience” Issues in VR & AR

• Inconsistent perceptual cues from the visual and vestibular 

sensory systems

– Motion that is “felt” but not “seen”, or “seen” but not “felt”

– Both systems detect and estimate motion, but they do not correspond

• Visual experiences

– “Screen-door” effects due to “low” display resolutions

– Field-of-view (FOV) limitations

• Inconsistent oculomotor cues

– Eye accommodation and convergence mismatch

– Incorrect focus and blur cues



(In)famous “User Experience” Issues in VR & AR

• Systems and ergonomic issues

– Latencies, weight, comfort, tether, eye relief, power dissipation, 

battery life, …

– Tracking setup vs. “inside-out” tracking, 3-DOF vs. 6-DOF

• Missing or inconsistent proprioception cues

• Other perceptual issues we will inevitably discover in the 

future…
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Construction & “Resolution” of the Human Eye

Sensation and Perception, E. Bruce Goldstein

Visual Acuity for Foveal Vision: ~1/60th of a Degree



Wikipedia

Field of View (FOV)

of Human Vision

Text

ShapeShape

ColorColor

MotionMotion



http://blog.gingkoapp.com/essays/seeing-an-idea



G. Wetzstein



The Ear & 

Sound Transduction

Sensation and Perception, E. Bruce Goldstein



Auditory Localization

, q

, f

(0, 0)

Binaural Cues:
- Interaural Time Difference 

(ITD)

- Interaural Intensity Difference 

(IID)

Monoaural Cues
- Spatial-dependence of the 

sound frequency spectra 

(filtering by the outer ear and 

head)



www.hearingloss.com/hearing-two-ears

Human Vestibular System
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Vestibulo-Ocular Reflex

Mikael Häggström - Image:ThreeNeuronArc.pngOriginal uploader was Tvil at en.wikipedia, 

CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=2980751



Virtual World Creation:

3D Graphics/Computation for VR/AR



Wikipedia: Chrschn

Geometric Models in VR/AR/MR: 

Mesh of 3D Primitives



http://what-when-how.com/wp-content/uploads/2012/06/tmp49c617_thumb.png

Geometric Models in VR/AR/MR: 

Mesh of 3D Primitives



3D Primitive

S. Lavalle



Viewing Transformations

Transformation matrices:

S. Lavalle



Viewing Transformations

Transformation matrices:
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3D Rotation and 3D Translation:

Six Degrees of Freedom

http://dsky9.com/rift/vr-tech-6dof/



3D Rotation: Yaw, Pitch and Roll

Yaw

Roll

Pitch

Combining rotations:

S. Lavalle



3D Rotation and 3D Translation

Can the rotation and translation be 

combined into a single matrix?

Not with a single 3X3 matrix…

S. Lavalle



Combining 3D Rotation & 3D Translation: 

Homogeneous Transformation Matrix

Note:

Trb = Rigid body transform

The sequence in this 

matrix is rotation followed 

by translation

S. Lavalle



Eye Transform (Teye)

Eye position & orientation:

S. Lavalle



Canonical View Transform (Tcan)
Perspective Projection, Scaling & Translation



Finally: Viewport Transform (Tvp)

Bring the projected points to the coordinates used to index pixels on the 
physical display screen:

m:  number of horizontal pixels
n:   number of vertical pixels

For example, n = 1080 and m = 1920 for a 1080p display.

S. Lavalle



One More Thing: 

“Cyclopean” to Stereo Views

Assuming interpupillary Distance (IPD) = t

Similarly,

S. Lavalle



So, after applying all the 

viewing transformations…
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Rasterization + Antialiasing



Illumination + Shading
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Geometric Models in VR/AR/MR: 

How many polygons are needed?



oneirosvr.com



Sensing & Tracking Technologies



“When it comes to VR, a system is only as good as 

your tracking setup.”

“A chief complaint for many current high-end VR 

systems is that they’re just too damn complicated.”

- TechCrunch, Jan 25, ‘17  



3D Position Tracking:
Artificial Features Tracked by External Cameras

“Lighthouse” tracking system 

used in HTC Vive

“Constellation” tracking system 

used in Oculus Rift

Photo: iFixit



“Inside Out” Tracking:
Natural Visual Features Extracted and Tracked with 

Computer Vision along with Inertial Motion







3D Sound Localization



Head-Related Transfer Function 

(HRTF)

HRTF characterizes how an ear 

receives a sound from a point in space.

The size and shape of the head, ears, 

ear canal, density of the head, size and 

shape of nasal and oral cavities, all 

transform the sound and affect how it is 

perceived, boosting some frequencies 

and attenuating others. 

Wikipedia



Some Key Trends…









Phiar



The Stanford Virtual Heart - Lucile Packard Children’s Hospital StanfordThe Stanford Virtual Heart



• Key requirements for virtual and augmented reality devices and 

applications are now relatively well-understood.

• Lots of progress recently in the development of technologies and 

components, but some major challenges remain to be solved for mass 

adoption.

• Ingredients are important, but end-to-end integration (hardware, 

software, system, interfaces) is critical.

• Commercial success will hinge on delivering compelling applications 

with natural user experiences.

Parting Thoughts…



The Matrix



Thank You!

achintya.k.bhowmik@gmail.com
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A (Brief) Historical Perspective… 

and Why Now?



Wikipedia

The Sensorama

Morton Heilig described his vision of a multi-

sensory theater in 1955. 

Built a prototype in 1962, along with five short 

films. Halted due to lack of financial support.

Capabilities:

• Stereoscopic 3-D images 

• Body tilting

• Stereo sound

• Wind and aromas

References:

• Heilig M. (1962). US Patent #3,050,870

• Rheingold, H. (1992). Virtual Reality, Simon & Schuster, 

New York, N.Y.

• wikipedia.org/wiki/Sensorama





The Sword of Damocles

Ivan Sutherland and his student Bob Sproull

created the first VR/AR system with head-mounted 

displays in 1968.

Displayed output from a computer program in a 

binocular display (2 CRTs). The perspective 

changed with user’s head tracking.

References:

• Sutherland, I. E. (1968). "A head-mounted three 

dimensional display". Proceedings of AFIPS 68, pp. 757-764

• wikipedia.org/wiki/The_Sword_of_Damocles_(virtual_reality)

www.levelcapped.com





VPL EyePhone & DataGlove

Jaron Lanier founded VPL Research in 1984, and 

was among the first to build and sell virtual reality 

products. 

The EyePhone was an HMD intended to immerse 

users into a computer simulation. It could track 

head movements. The headset used Fresnel 

lenses.

Model 1: 2.4Kg

Model 2: 2.5lbs

Both >$9K

References:

• wikipedia.org/wiki/VPL_Research

• vrwiki.wikispaces.com/VPL+EyePhone



So… Why Now? An Example…

"They tell me about electric motors that

are the size of the nail on your small

finger… But that's nothing; that's the most

primitive, halting step in the direction I

intend to discuss.

It is a staggeringly small world that is

below. In the year 2000, when they look

back at this age, they will wonder why it

was not until the year 1960 that anybody

began seriously to move in this direction."

– Richard Feynman, “There's Plenty of Room

at the Bottom”, at the1959 annual meeting of

American Physical Society
The LN-3 Inertial Navigation System, developed 

in the 1960s by Litton Industries



So… Why Now? An Example…

S. Lavalle

The LN-3 Inertial Navigation System, developed 

in the 1960s by Litton Industries

The internal structures of a modern MEMS 

gyroscope; the total width is less than 1mm



So… Why Now? Another Example…

CRT Display, Circa 2000 55” OLED TV, LG, 2012



Examples of Modern-Day VR Devices
(PC and Console Based)

Facebook 

Oculus Rift

HTC Vive

with Valve

Sony 

PlayStation VR





Examples of Modern-Day VR Devices
(Smartphone Based)

Samsung 

Gear VR

Google 

Daydream



Magic Leap

One

Microsoft 

Hololens 2

Examples of Modern-Day AR/MR Devices
(Standalone and Tethered)





Examples of Phone/Tablet-Based AR

Apple ARKit Google ARCore



Examples of Optics for See-Through 

Head-Worn Displays (HWD) in 

Augmented/Mixed Reality Systems



HWD Examples (Slide 1 of 18) 

O. Cakmakci, et al., “Head-Worn Displays: A Review,” J. Disp. Tech. 2, 199, 2006
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HWD Examples (Slide 16 of 18) 
Waveguide with Cascaded Mirror-Array (Lumus)

Y. Amitai, SID Symposium Digest of 

Technical Papers, 2005



HWD Examples (Slide 17 of 18) 
Holographic Planar Waveguide (Sony)

H. Mukawa, et al., SID Symposium 

Digest of Technical Papers, 2008



HWD Examples (Slide 18 of 18) 
Diffractive Waveguide (Nokia, Vuzix)

T. Levola, Journal of the SID 14/5, 

2006


